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**Objectives:**

1 To learn about openMP for better use of multicore system.

**Theory:**

An OpenMP program has sections that are sequential and sections that are parallel. In general an OpenMP program starts with a sequential section in which it sets up the environment, initializes the variables, and so on.

When run, an OpenMP program will use one thread (in the sequential sections), and several threads (in the parallel sections).

There is one thread that runs from the beginning to the end, and it's called the *master thread*. The parallel sections of the program will cause additional threads to fork. These are called the *slave* threads.

A section of code that is to be executed in parallel is marked by a special directive (omp pragma). When the execution reaches a parallel section (marked by omp pragma), this directive will cause slave threads to form. Each thread executes the parallel section of the code independently. When a thread finishes, it joins the master. When all threads finish, the master continues with code following the parallel section.

Each thread has an ID attached to it that can be obtained using a runtime library function (called omp\_get\_thread\_num()). The ID of the master thread is 0.

**Program:**

#include <stdio.h>

#include <omp.h>

int main() {

int numCores;

#pragma omp parallel

{

#pragma omp master

{

numCores = omp\_get\_num\_threads();

}

}

printf("Number of cores: %d\n", numCores);

return 0;

}

RUN--

1. gcc -fopenmp threads\_openmp.c -o threads\_openmp
2. ./threads\_openmp

**Output:**

Number of threads = 2 Thread 1 starting...

Thread 0 starting...

Thread 0: c[10]= 20.000000

Thread 1: c[0]= 0.000000

Thread 0: c[11]= 22.000000

Thread 1: c[1]= 2.000000

Thread 0: c[12]= 24.000000

Thread 1: c[2]= 4.000000

Thread 0: c[13]= 26.000000

Thread 1: c[3]= 6.000000

Thread 0: c[14]= 28.000000

Thread 1: c[4]= 8.000000

Thread 0: c[15]= 30.000000

Thread 1: c[5]= 10.000000

Thread 0: c[16]= 32.000000

Thread 1: c[6]= 12.000000

Thread 0: c[17]= 34.000000

Thread 1: c[7]= 14.000000

Thread 0: c[18]= 36.000000

Thread 1: c[8]= 16.000000

Thread 0: c[19]= 38.000000

Thread 1: c[9]= 18.000000

Thread 0: c[20]= 40.000000

Thread 1: c[30]= 60.000000

Thread 0: c[21]= 42.000000

Thread 1: c[31]= 62.000000

Thread 0: c[22]= 44.000000

Thread 1: c[32]= 64.000000

Thread 0: c[23]= 46.000000

Thread 1: c[33]= 66.000000

**Conclusion:**

* We learned about the concepts of parallel programming using OpenMP.
* Use of OpenMP in Shared memory programming
* Efficient use of processor and thereby reducing time by using OpenMP.
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